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Abstract—Lung cancer is a disease that generates an impact 

worldwide as it is one of the cancers with the highest incidence 

and mortality among all types of cancer. Lung cancer usually 

does not show symptoms until it is in an advanced stage of the 

cancer, lowering the survival rate of those affected. At the 

national level, lung cancer is recognized as the second type of 

cancer with the highest incidence and the first with the highest 

mortality, so an early and effective diagnosis can increase the 

survival rate. Currently there are many techniques for the 

diagnosis of cancer in early stages such as Computed 

Tomography (CT). CT scans are widely used due to their high 

sensitivity in the detection of pulmonary nodules without the 

need to be invasive, which avoids physical damage to the tissues. 

In addition, there has currently been a great growth in advanced 

computational techniques that, together with CT, can extract 

useful characteristics that support radiologists in the detection 

process. One of the most used techniques for this purpose are 

neural networks, which are designed to identify patterns and 

classify image objects. For this reason, in this project the 

methodology presented consists of training two convolutional 

neural networks with the VGG16 and DenseNet networks, 

which have been used in other projects with good results. Both 

methods were trained with the LIDC-IDRI database, which has 

a large number of CT scans of patients diagnosed with lung 

cancer. An evaluation of the models was carried out based on 

the metrics of accuracy, precision, sensitivity and specificity 

where the values of 0.992, 0.859, 0.952 and 0.994 were obtained 

for the VGG16 network and for the DenseNet network the 

values 0.995, 0.909, 0.959 and 0.996 were obtained respectively. 

Demonstrating the relevance of this technique in the medical 

field, serving as support for radiologists and later serving as an 

alternative for lung cancer detection. 

Keywords—Computed-aided diagnostic system, Neural 

networks, VGG16, DenseNet, Computed tomography, LIDC-IDRI 

I. INTRODUCTION 

Cancer is a group of diseases which is characterized by 

uncontrolled cell growth, where this type of cells ignores the 

signals that normally induce apoptosis, also cancer cells are 

characterized by cell invasion and dissemination from the 

primary site to others body sites [1]. Cancer has evolved 

through the mechanism of genomic alteration of cells, so it is a 

disease of the genome at the cellular level [2]. Because cancer 

is a group of diseases, it has been possible to classify at least 

100 types of cancer where the distinctive characteristics of 

the type of cancer are given by the tissue of origin.  

Approximately 85% of cancers occur in epithelial cells and 

are referred to as carcinomas. On the other hand, cancers in 

mesodermal sites, such as bone or muscle, are referred to as 

sarcomas while cancers of glandular tissue are referred to as 

adenocarcinomas [1]. 

According to the World Cancer Research Fund 

International [3], by 2020 approximately 18.1 million new cases 

were diagnosed worldwide, where 9.3 million of the total cases 

were men and 8.8 million were diagnosed cases in women. In 

addition, the most common cancers being breast, lung, and 

colorectal cancers, representing 12.5%, 12.2%, and 10.7% of 

the total number of new cases diagnosed for that year, 

respectively. Fig.1 represents the most common cancers 

worldwide in more detail where Lung cancer is defined as the 

second type of cancer with the newest cases worldwide and 

the leading cancer in terms of cancer deaths worldwide [4]. 

Lung cancer resulted in more deaths than breast, prostate, 

colorectal, and leukemia cancers in men over 40 years of 

age and women over 60 years of age [5,6].  



 

Fig. 1. Top 10 most common types of cancer worldwide. 

A. Lung Cancer in Ecuador 

Ecuador has a population of 17.2 million people 

according to the National Institute of Statistics and Censuses 

(INEC) [8] regarding the last census carried out in 2020. In 

addition, the association in charge of keeping statistics on 

cancer in this country is the Society Fight Cancer (SOLCA) 

[10] by its acronym in Spanish. Lung cancer in Ecuador, 

unlike world statistics, is in seventh place among the most 

common types of cancer at the national level in terms of 

men, while for women it is in eighth place with 6.3 cases and 

5.7 cases per 100,000 inhabitants, respectively.  

By 2020, according to INEC statistics, Quito had the 

largest population in Ecuador with 2.7 million inhabitants. 

For this reason, different statistical studies of the country are 

usually carried out in this city. Thus,  according to the study 

carried out by SOLCA, it has been determined that the 

incidence of cancer in Quito is higher than the national 

average. 

Therefore, in Quito, an average of 120 new cases are 

diagnosed each year and 1,100 new cases nationwide [11]. 

These diagnosed cases show the high incidence that exists in 

Quito since to reach the estimated number of new cases for 

the national level, each province should have an average of 

45 new diagnostic cases. 

In addition, approximately 79% of the diagnosed cases 

of lung cancer in Quito were diagnosed at stage IV (Fig. 2) 

when treatment alternatives are limited. Therefore, survival 

is very low, making mortality high, with values similar to 

those of diagnosed cases [10]. At least in Ecuador, early 

detection of lung cancer is difficult because people with 

smoking cases often do not have a culture of prevention and 

routine controls are not carried out [11]. 

 

Fig. 2. Stages of lung cancer diagnosis in Quito. 

Thus, it has been determined that attention should be 

paid to identifying patients who require screening and 

whether they meet the requirements to be candidates for this 

type of technique. As an example, Low-Dose Computed 

Tomography (LDCT) can be used for lung cancer screening 

in high- risk populations such as persons of 55 to 74 years of 

age with a relatively small smoking history [7,9]. In this 

way, since lung cancer is a heterogeneous disease, a 

misdiagnosis can lead to an increase in mortality since the 

treatment to be followed would be incorrect. Currently, due 

to technological advances, these tools can be used to perform 

better diagnoses and improve patient mortality [9]. 

B. Economic cost of cancer 

Cancer results in an economic burden for both patients and 

health care systems, leaving countries with health care 

expenses and lost productivity due to morbidity and 

premature deaths [12, 14]. Due to the lack of data from 

certain countries, it is not possible to estimate costs 

worldwide, which is why most statistical studies take the 

United States as a reference due to the associations that are in 

charge of cancer statistics.  

For example, for 2015 the national expenses directed to 

cancer are estimated to be 190.2 billion, while for 2020 the 

estimated expenses amount to 208.9 billion, increasing the 

figures by 10% [13, 15]. Specifically, the spending figures 

for Ecuador directed to cancer are estimated to be on 

average 13.84 million dollars. However, according to the 

estimates made by Simiao et. al [16], between the years 2020 

and 2050 the expenses can rise to 28.7 million.  

On the other hand, the economic impact caused by lung 

cancer is not fully known because there are no data available 

from some countries [12, 15]. Although there are different 

studies that have made approximations to estimate such figures, 

previous studies are 10 years old or more since they were 

carried out, so the estimates are outdated. In addition, most 

approaches have not taken into account dynamic changes in the 

population related to morbidity, mortality, and treatment 

costs, so new estimates for the economic impact of cancer 

have been needed [16, 17]. 

The diagnosis and treatment of cancer can be divided into 
4 main stages of care: prediagnosis, initial, continuing and 
terminal [13]. The prediagnosis phase consists of a period of time 
from one year to 3 months before the diagnosis, where the 
medical expenses used are estimated if the patient had not 
developed lung cancer. In this phase, the 3 months prior to 
diagnosis are excluded so that the estimate is not affected by 
previous treatments in symptomatic patients [18].  

The initial phase focuses on the first year after cancer 
diagnosis, while the terminal phase focuses on the patient’s 
last year before death from cancer. Finally, there is the 
continuing phase that focuses on the period of time between 
the initial and terminal phases. The annual costs per patient 
are estimated to be higher in the terminal phase, followed by the 
initial, continuing and prediagnosis phase (Fig. 3), where 
medical services and oral prescription drugs are included 
[7,19]. 



 

Fig. 3. Phases of care for cancer. 

Therefore, as treatment costs such as medical costs such as 
hospitalizations, surgeries, radiotherapy or chemotherapy and the 
prescription of cancer drugs increase, prevention and early 
detection of cancer become more cost-effective and can 
become cost-saving [12, 20]. 

C. Related Works 

The proposed method by Choi and Choi [35] reached 99% 

accuracy and 97.5% sensitivity, significantly reducing the 

number of false positives in highly sensitive nodule candidates. 

Table I presents in a general way the related works that have been 

dedicated to the detection of lung cancer for a future 

comparison with the results obtained at the end of this work. 

The method of Carvalho Filho et al. [36] reached a 

precision of 99.2%, a sensitivity of 98% and a specificity of 

98.9% for the classification between nodules and non-nodules. 

Da Silva et al. [37] model yielded accuracy values of 97.62%, 

a sensitivity of 92.20% and a specificity of 98.21%. 

TABLE I.  RELATED WORKS FOR LUNG CANCER DETECTION 

Method Database Accuracy Sensitivity Precision 

[35] LIDC-IDRI 0.990 0.975 - 

[36] LIDC-IDRI 0.992 0.98 0.989 

[37] LIDC-IDRI 0.976 0.922 0.982 

II. MATERIALS AND METHODS 

Image analysis software can help detect abnormalities, 
such as tumors, fractures, or other injuries, that may be 
difficult to see with the naked eye [21]. Image analysis is a 
critical tool in the medical field that helps doctors and healthcare 
professionals diagnose diseases earlier and more accurately, 
leading to better patient outcomes [22]. 

A. Database 

The Lung Image Database Consortium and Image 

Database Resource Initiative (LIDC-IDRI) database is a 

publicly available database of thoracic CT scans, which is 

intended to serve as a resource for the development, training, 

and evaluation of CAD algorithms for lung nodules [23, 24]. 

 

Fig. 4. Data acquisition from The cancer imaging archive. 

 The LIDC-IDRI database was acquired from The cancer 

imaging archive repository where the CT  scans obtained were 

from 1010 patients divided into 3 different categories: nodules 

greater than 3 mm in diameter, where histological tests are 

required, minor nodules 3 mm, and no nodules. It also 

contains an XLM file with the annotations of each patient 

made by four radiologists.  

Fig.4 shows the process of choosing the images that was 

carried out for the training of the neural network. The 

distribution of images that was carried out for the training of 

the network was random, allocating 70% for training and 

15% for validation and 15% for testing. In this way, a total 

of 707 patients will be used for training, while validation and 

testing will use a total of 151 patients each. 

B. Preprocessing 

First, the computed tomographies were homogenized using 
the information provided by the .dcm format, such as pixel 
spacing and pixel array. In this way the values of each pixel in 
the image are converted to Hounsfield units (HU) used to 
measure the radiointensity of the image (Fig.5). 

 

Fig. 5. Hounsfield units obteined from the CT scans. 

A homogenization of the number of cuts that each patient 
has was carried out since this number depends on the tomograph 
with which it was performed. The number of slices chosen was 
121 because it optimally focuses the region of the lungs that is 
the region of interest, thus eliminating slices that are out of 
range. In this case, the .dcm format type is helpful because the 
HU units specify the areas that each specific tissue belongs to. 

Because the inputs of the neural network need to be the 

same, a homogenization is carried out in terms of size and 

orientation of each of the slices. The axial slices are resized 

to 124x124x1, these being the height and width of the image 

and the number of channels it has. Next, training data 

creation for nodule detection takes place, where both 

annotations and CT scans are used to obtain nodule 

coordinates and their diameter.  

The data allocation for the training section, both for the 

section of nodules and non-nodules, is carried out randomly, 

complying with the percentages determined in the data 

distribution. The number of images used in both categories 

for training is summarized in the Table II. 

TABLE II.  CANDIDATES FOR TRAINING 

Candidates selection for training Quantity 

Non-nodule 81305 

Nodules 3535 



C. Segmentation 

Lung segmentation is the process of identifying and 
separating the lung regions from a medical image, such as a 
CT scan or X-ray [25, 26]. This task is essential for many 
medical applications, such as disease diagnosis, treatment 
planning, and image-guided interventions. There are several 
approaches to lung segmentation, including thresholding, region-
growing, machine learning, and deep learning [27, 28].  

In this case, thresholding method is used for the lung 
segmentation due to it involves selecting a threshold value to 
separate the lung regions from the rest of the image. The goal 
of lung segmentation is to find the region of interest that lies 
within the lungs. Therefore, a mask must be created to separate 
the region of the lungs from other areas involved in the image. 
The segmentation process is specified in Fig.6 where the first step 
to follow is binarization so that the image formed by pixels 
becomes a binary image. 

 

Fig. 6. Process of Lung segmentation. 

The segmentation process works with the skimage library, 

specifically the segmentation module that provides different 

tools for the process. The image is converted to a grayscale to 

correctly select the binarization threshold. Using the HU 

values, it is determined that the lung tissue is at -500 HU. 

Therefore, the value of -400 HU is used as a threshold to 

separate the lung tissue from the other elements located in the 

image.  

A border removal is done, where the spots that connect 

to the limit of the lungs are removed. This is done with the 

clear_border tool that will be in charge of suppressing the 

structures that are clearer than the environment and that are 

connected to the edge of the image. Afterwards, an image 

labeling is carried out, where the nodules are assigned a 

label while the rest of the image is assigned another type 

of label. 

Consequently, an erosion is performed, which is a 

commonly used technique for binary morphological images. 

The boundaries of the white pixel regions are eroded, thus 

reducing their size, and the holes within those areas become 

larger. This step is fundamental because it makes a 

differentiation between the pulmonary nodules and the 

blood vessels and alveoli.  

The gaps in the regions with the initial sizes are filled 

due to the goal is to keep the droplets connected to the lung 

walls. Lastly, hole filling is done, where the holes inside 

the binary mask are filled by means of the binary_fill_holes 

tool. After the segmentation process, the obtained mask is 

multiplied with the original CT scan for all tomographic 

slices.  

Fig.7 shows a comparison between the input image 

with the output image after having gone through the 

segmentation process to later serve as input in the 

classification CNN. 

 

Fig. 7. Application of mask on lung CT Scan after the segmentation 

process. 

D. Convolutional Neural Network architectures for 

classification 

CNN consist of multiple layers, including convolutional 
layers, pooling layers, and fully connected layers [30]. CNNs 
are typically trained using backpropagation, which adjusts the 
weights of the filters in each layer based on the error between 
the predicted and true labels. This process of training the 
model involves optimization techniques such as stochastic 
gradient descent or its variants [29, 30].  

Recent advances in CNN architecture include the use of 
skip connections, residual blocks, and attention mechanisms to 
improve performance and reduce training time. These 
improvements have led to the development of state-of-the-art 
models such as VGG16, ResNet, DenseNet, and EfficientNet, 
which have achieved top performance in several computer 
vision benchmarks [31]. 

1) VGG16 model 
The VGG16 architecture consists of 16 convolutional 

layers, each with a 3x3 filter and a ReLU activation function. 
The output of each convolutional layer is passed through a 2x2 
max pooling layer with stride 2, which reduces the spatial 
dimensions of the output while preserving important features. 
After the convolutional layers, the output is flattened and passed 
through 3 fully connected layers, which act as a classifier to 
predict the presence of cancer in the input image. The final 
layer is a softmax layer, which produces a probability 
distribution over the different classes (Fig.8) 

 

Fig. 8. VGG16 architecture. 

The value 16 within the VGG16 symbology refers to the 
layers that have weights since, as can be seen in Fig.8, there are 
13 convolutional layers, 5 Max Pooling layers and 3 dense layers, 
adding a total of 21 layers, however only 16 layers have 
learnable parameters. The network receives a tensor input size of 



224x224 with a single channel. It focuses on the fact that the 
VGG16 has convolution layers with 3x3 filters with a stride of 
1, taking into account that the same padding is always used 
and the MaxPooling layer that has a 2x2 filter with a stride of 
2.  

In short, first conv layer has 64 filters, second conv layer 
has 128 filters, third conv layer has 256 filters, fourth conv 
layer and fifth conv layer has 512 filters. The three fully 
connected layers (FC) follow a convolutional layer stack: the 
first two layers have 4096 channels each, the third layer performs 
1000-way classification and thus contains 1000 channels (one 
channel per layer). 

2) DenseNet model 

The CNN is composed of several densely connected 

blocks, where each block contains a set of convolutional 

layers followed by a batch normalization and a ReLU 

activation function. The output of each block is concatenated 

to the input of every subsequent block in the network, forming 

a dense connectivity pattern [32]. 

The DenseNet, apart from the convolutional and pooling 

layers, consists of two important blocks which are the dense 

blocks and the transition layers. The architecture begins 

with a basic layer of convolution and pooling. Next follows 

a sequence of dense blocks followed by their respective 

transition layer. Finally, a dense block is followed by the 

classification layer.  

The first convolution block has 64 filters of size 7x7 in a 

stride of 2 followed by the MaxPooling layer with a pool of 

3x3 and a step of 2. As can be seen in Fig.9, each dense block 

has 3 convolutions with 1x1 and 3x3 sized kernels. In the 

transition layers the number of channels is reduced to half of 

the existing channels. There is a 1x1 convolutional layer and 

a 2x2 average pooling layer. The Keras backend (K) was 

used to take the initial tensor and return it as a tuple of 

dimension x. Finally, there is a GlobalAveragePooling 

followed by a final output layer. 

 

Fig. 9. DenseNet architecture. 

E. Evaluation metrics 

For this work, 4 types of metrics will be implemented, 
which are common when evaluating a CNN. These metrics are 
determined with the confusion matrix of the CNN model and 
will be further described below. As can be seen in Fig.10, 
confusion matrix reveals the number of true positives, false 
positives, true negatives and false negatives, which are used 
to determine the metrics mentioned before [33,34]. 

 

Fig. 10. Principle of confusion matrix. 

Metrics used to determine the performance of the model 
are Accuracy, Precision, Sensitivity, and Specificity which are 
described as:  

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 () 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 () 

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 () 

 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
 () 

Representing into the equations TP: True positive, TN: 
True negative, FP: False positive and FN: False negative 

III. RESULTS AND DISCUSSION 

A. Evaluation Metrics 

The main metrics considered for the evaluation of the 

model were obtained from the confusion matrix applied to 

the training, validation and testing sets. Table III shows in a 

summarized way the values obtained in the confusion 

matrix. 

The values presented in the confusion matrix for each set 

were obtained by separating the data with a specific 

percentage for each set. Thus, for the training set, 70% of the 

total data obtained from the LIDC-IDRI database was 

allocated, while for the validation and testing sets, 15% of 

the total images were allocated for each one. Obtaining a total 

of 84,840 images for the training set, 18,392 images for the 

validation set, and 18,271 images for the testing set. 

TABLE III.  CONFUSION MATRIX FOR TRAINING, VALIDATION AND 

TESTING SETS OBTAINED FROM THE PROPOSED MODELS. 

 Training Validation Testing 

(+) (-) (+) (-) (+) (-) 

VGG-16 
(+) 3142 157 704 56 671 89 

(-) 516 81025 237 17395 208 17424 

DenseNet 
(+) 3273 139 701 59 684 76 

(-) 327 81101 151 17481 160 17351 

All the metrics were evaluated for the VGG16 and 

DenseNet models, where the training was carried out with 20, 

35 and 50 epochs. However, for the analysis only the models 

trained at 35 epochs were taken into account. In this way, the 

results of the metrics established in the training, validation 

and testing sets were obtained, where the highest value obtained 

in each section was chosen for the analysis. As can be seen in 

Table IV, all values obtained during training, validation, and 

testing are summarized, where the difference between the two 



proposed models in terms of established metrics can be 

observed. 

In the model accuracy section, it can be seen that the 

DenseNet model with a training process with 35 epochs 

achieved an accuracy of 99.5%, surpassing the VGG16 

model, which has an accuracy of 99.2%. For the validation 

and testing sets, a decrease in accuracy was observed for 

both models, this is largely due to the reduced data set 

compared to the training set. 

TABLE IV.  EVALUATION ON RESULTS USING THE METRICS ACCURACY, 
PRECISION, SENSITIVITY, SPECIFICITY ON THE LIDC-IDRI DATABASE. 

 For the precision, sensitivity and specificity metrics, it can 

be observed that a similar pattern is observed where the 

training set has the best performance of the models compared 

to the validation and testing sets. In addition, in each of the 

metrics, the DenseNet model presented better overall 

performance compared to the VGG16 model. 

 Although there is no significant difference in the values 

obtained for both models, the precision and sensitivity values 

may indicate that the performance of the networks is not the 

best, since there may be a significant number of false 

positives and false negatives. Unlike the precision of both 

models, which almost reaches 1, the values of the other 

metrics are lower.  

Especially the precision, where the lowest values are 

obtained, indicating that there are cases in which cancer is 

diagnosed when the patient is actually healthy, resulting in a 

false positive and a type 1 error. Although, as mentioned 

above, when there is a data imbalance between the categories, 

the precision value is not as reliable. 

In more detail, as can be seen in the Table I, the images 
used during the training process that have cancer labels (3535) 
are considerably smaller than the images labeled as non-cancer 
(81305). Causing that both categories are not balanced with 
respect to each other. In the same way, both having greater 
amounts of data labeled as positive, the models tend to better 
detect images that do not have cancer, as can be seen in the 
confusion matrix, both models have a greater number of false 
positives than of false negatives.  

Similarly, it can be observed with the evaluation metrics, 
since the specificity that determines the true negative rate is 
higher compared to the precision that is responsible for 
determining the true positive rate. Although as mentioned 
before, due to the imbalance between both categories, it is not 
a reliable enough metric. 

B. Comparison between the proposed models 

Regarding the performance of the models, Fig.11 shows the 
performance comparison of the model between the VGG16 
and DenseNet networks. 

The graph shows how there is a considerable difference 

between the two methods, since the DenseNet network 

needs a lower number of epochs to reach 99% accuracy, 

while the VGG16 network needs a higher number of epochs 

to reach the same accuracy value. In addition, the curves of 

the DenseNet model have greater stability than the VGG16 

model, demonstrating that the learning of the network is 

carried out in an optimized way. 

 

Fig. 11. Performance comparison between VGG16 and DenseNet models. 

The confusion matrix and the stability of the values 

obtained during training become a determining factor when 

choosing the best diagnostic model, since the values of 

maximum precision do not make a great difference. 

Regarding the other metrics, there is a notable difference 

showing a notable range between the values of both 

networks. 

On the other hand, regarding the loss curves of the models, 
they show how the loss function, in this case the Binary 
crossentropy, changes over time. The purpose of this function 
is to measure the difference between the predicted output and the 
target output, taking care of the optimization of the weights and 
biases of the network. For this comparison, the training process 
of 35 epochs was taken into account.  

As can be seen in Fig.12, the curves for both models 
decrease as the epochs progress, which indicates that both 
models improved their precision. In addition, both models 
show stable values throughout the training, which shows that 
the model learns well with the data provided. However, it can 
be seen how the DenseNet model shows a better 
approximation with the objective output data by having 
smaller values compared to the VGG16 model. 

 

Fig. 12. Loss comparison between VGG16 and DenseNet models. 

Model Set 
Metrics 

Accuracy Precision Sensitivity Specificity 

VGG16 Training 0.992 0.859 0.952 0.994 

Validation 0.984 0.748 0.926 0.987 

Test 0.984 0.763 0.883 0.988 

 Training 0.995 0.909 0.959 0.996 

DenseNet Validation 0.989 0.823 0.922 0.991 

Test 0.987 0.810 0.90 0.991 



C. Comparison with literature 

A comparison of the CNN models carried out throughout 

this work with other authors who were previously mentioned 

was made in order to validate the proposed models. The 

database used in all the works was the LIDC-IDRI database 

due to the large number of images it has on lung cancer.  

Table V summarizes the results obtained from the 

comparison. Compared with the methods carried out by other 

authors, the values of the metrics do not differ to a great extent 

despite having carried out very different processes from each 

other.  

Since the authors use pretrained networks and also perform 

a combination of a densely connected network with a sparsely 

connected network, good network performance has been 

recorded, thus avoiding overfitting of the model. However, 

regarding the models proposed in this project, it is shown that in 

comparison with the other models, the network has a good 

performance for the detection of pulmonary nodules.  

Regarding the sensitivity and precision metrics, the 

DenseNet model has high values. On the other hand, the 

VGG16 model has good precision, but it is the model with the 

least sensitivity, with a value of 0.952, meaning that the model 

has the lowest rate of true positives. Because the models made 

by the authors do not have specificity values or training times, 

comparisons cannot be made in terms of these sections. 

TABLE V.  RESULTS OF THE PROPOSED METHODOLOGY FOR LUNG 

CANCER DETECTION COMPARED TO SIMILAR PREVIOUS WORKS. 

Method Accuracy Sensitivity Precision Specificity 

[35] 0.990 0.975 - - 

[36] 0.992 0.98 0.989 - 

[37] 0.976 0.922 0.982 - 

Proposed 

VGG16 

0.992 0.952 0.859 0.994 

Proposed 

DenseNet 

0.995 0.959 0.909 0.99 

IV. CONCLUSION AND LIMITATIONS 

The models demonstrated a good degree of classification, 
having a high specificity of 0.994 for the VGG16 networks and 
0.996, which could minimize misdiagnoses. In addition, the 
curves obtained demonstrated that the learning of the networks 
was correct, finding the correct weights in the identification of 
patterns. However, since the works of the other authors do not 
show specificity data or training time, it cannot be ensured that 
the proposed models are optimized in terms of the previously 
proposed networks for the detection of lung cancer.  

Therefore, the work carried out has managed to meet most of 
the objectives proposed at the beginning, managing to create 
CNN models that can detect lung cancer from CT images, 
surpassing previously proposed models in the same field, which 
can optimize the detection of cancer at an early stage, improving 
the survival of diagnosed patients. In addition, the correct 
validation of the networks was carried out, finding the best 
parameters to avoid excessive computational consumption 
without diminishing their effectiveness. 

Among the main limitations that were found during the 
work is that the final objective cou ld  no t  be fully met 
because with the proposed models it was not possible to 
perform lung cancer staging or perform a multimodal 

classification. This is mainly due to the segmentation process, 
since several details of the nodules were lost in the process of 
creating the masks.  

In the same way, these masks lost the dimensionality of the 
nodules, so that extremely small nodules were lost during the 
segmentation, which indicates that the networks could not 
perform a correct detection of the nodules in an early stage of 
cancer. Another important limitation to take into account was 
the computational capacity of the device where the network 
training was carried out, since the hardware plays an 
important role in the process. 

V. FUTURE WORK 

As for the future work to be carried out, to improve the 
convolutional models, an investigation of better segmentation 
techniques can first be carried out and in this way improve the 
results to be obtained. Another important issue to consider is 
to seek to homogenize the data in each category, with a similar 
number of images in each category, the results of the metrics 
can be improved and thus avoid false positives and false 
negatives.  

Furthermore, the architecture of both models can also be 
improved so that a multimodal classification can be 
performed. Thus, improving the type of diagnosis of lung 
cancer, showing the stage of the tumor and what kind of tumor 
is being diagnosed, in the same way, it will also seek to 
improve and reduce computational consumption and training 
time for the optimization of the networks.  

Finally, another prospect to take into account is the 
incorporation of previous models for later comparison. In this 
way, the optimization of the proposed networks can be 
guaranteed both in time and in computational consumption. In 
this way, these models could serve as a support tool for health 
professionals in Ecuador, since they could improve diagnoses 
without the need for many resources. 
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